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The Truth Doesn’t Explain Much
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She is a major contributor to contemporary philosophy of science and philosophy of
social science. Her books include Nature’s Capacities and Their Measurement and The
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INTRODUCTION

Scientific theories must tell us both what is truc in
nature, and how we are to explain it. I shall argue that
these are entirely different functions and should be
kept distinet. Usually the two are conflated. The sec-
ond 1s commonly seen as a by-product of the first.
Scientific theories are thought to explain by dint of
the descriptions they give of reality. Once the job of
describing is done, science can shut down. That is all
there 1s to do. To describe nature—to tell its laws, the
values of its fundamental constants, its mass distri-
butions—is 1pso facto to lay down how we are to
explain it.

This 1s a mistake, I shall argue; a mistake that is
fostered by the covering-law maodel of explanation.
The covering-law model supposes that all we need to
know are the laws of nature—and a little logic, per-
haps a little probability theory—and then we know
which factors can explain which others. For example,
in the simplest deductive-nomological version, the
covering-law model says that one factor explains
another just in case the occurrence of the second can
be deduced from the occurrence of the first given the
laws of nature. . . .

A good deal of criticism has been aimed at
Hempel's original covering-law models. Much of the
criticisim objects that these models let in too much. On

Hempel's account it secims we can explain Henry's
failure to get pregnant by his taking birth control pills,
and we can explain the storm by the falling barome-
ter. My objection is quite the opposite. Covering-law
models letin too little. With a covering-law model we
can explain hardly anything, cven the things of which
we arc most proud—Iike the role of DNA in the inher-
itance of genetic characteristics, or the formation of
rainbows when sunlight is refracted through rain-
drops. We cannot explain these phenomena with a
covering-law model, I shall argue, because we do not
have laws that cover them. Covering laws are scarce.

Many phenomena which have perfectly good sci-
entific explanations are not covered by any laws. No
true laws, that is. They are at best covered by ceteris
paribus generalizations—generalizations that hold
only under special conditions, usually ideal condi-
tions. The literal translation is “other things being
cqual™; but it would be more apt to read “ceteris
paribus™ as “other things being right.”

Sometimes we act as if this does not matter. We
have in the back of our minds an “understudy™ pic-
ture of ceteris paribus laws: ceteris paribus laws are
real laws; they can stand in when the laws we would
like to sce are not available and they can perform all
the same functions, only not quite so well. But this
will not do. Ceteris paribus gencralizations, read lit-
crally without the “ceteris paribus” modifier, are

Reprinted from How the Laws of Physics Lie (Oxford: Oxtord University Press, 1983).
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false. They are not only false, but held by us to be
false; and there 1s no ground in the covering-law pic-
ture for false laws to explain anything. On the other
hand, with the modifier the ceteris paribus general-
izations may be true, but they cover only those few
cases where the conditions are right. For most cases,
cither we have a law that purports to cover, but can-
not explain becausc it is acknowledged to be false, or
we have a law that does not cover. Either way, it is
bad for the covering-law picture.

1. CETERIS PARIBUS LAWS

When [ first started talking about the scarcity of cov-
ering laws, I tried to summarize my view by saying
“There are no exceptionless generalizations.” Then a
friend asked, “How about "All men are mortal’?” She
was right. I had been focusing too much on the equa-
tions of physics. A more plausible claim would have
been that there are no exceptionless quantitative laws
in physics. Indeed not only are there no exceptionless
laws, but in fact our best candidates are known to fail.
This is something like the Popperian thesis that every
theoryis born refuted. Every theory we have proposed
in physics, even at the time when it was most firmly
entrenched, was known to be deficient in specific and
detailed ways. [ think thisis also true for every precise
quantitative law within a physics theory.

But this is not the point I had wanted to make.
Some laws are treated, at least for the time being, as
il they were exceptionless, whereas others are not,
even though they remain “on the books.” Snell’s law
(about the angle of incidence and the angle of refrac-
tion for a ray of light) is a good example of this latter
kind. In the optics text T use for reference (Miles V.
Klein, Optics),! it first appears on page 21, and with-
out qualification:

Snell’s Law: At an interface between dielectric
media, there is (also) a refracted ray in the second
medium, lying in the plane of incidence, making an
angle 6, with the normal, and obeying Snell’s law:
sin 6/sin 6, = n,/n,

where v, and v, are the velocities of propagation
in the two media, and n, = (¢/v)), n, = (¢/v,) are the
indices of refraction.
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It is only some 500 pages later, when the law is
derived from the “full clectromagnetic theory of
light,” that we Icarn that Snell’s law as stated on page
21 is true only for media whose optical properties are
isotropic. (Inanisotropic media, “there will generally
be wo transmitted waves.”) So what is deeined true
is not rcally Sncll's law as stated on page 21, but
rather a refinement of Snell's law:

Refined Snell’s Law: For any two media which are
optically isotropic, at an iterface between
diclectrics there is a refracted ray in the second
medium, lying i the plane of incidence, making
an angle 8, with the normal, such that:

sin 8/sin 8, = n,/n,.

The Snell’s law of page 21 in Klein’s book is an
example of a ceteris paribus law, a law that holds only
in special circumstances—in this case when the
media are both isotropic. Klein's statement on page
21 is clearly not to be taken literally. Charitably, we
are inclined to put the modifier “ceteris paribus’ in
front to hedge it. But what does this ceteris paribus
modifier do? With an eye to statistical versions of the
covering law model . .. we may suppose that the
unrefined Snell’s law is not intended to be a universal
law, as literally stated, but rather some kind of statis-
tical law. The obvious candidate is a crude statistical
law: for the most part, at an interface between dielec-
tric media there is ¢ refracted ray .. . But this will
not do. For most media are optically anisotropic,
and in an anisotropic medium there are two rays. 1
think there are no more satisfactory alternatives. If
ceteris paribus laws are to be true laws, there are no
statistical laws with which they can generally be
identified.

2. WHEN LAWS ARE SCARCE

Why do we keep Snell’s law on the books when we
both know it to be false and have a more accurate
refinement available? There are obvious pedagogic
rcasons. But are there serious scientific ones? [ think
there are, and these reasons have to do with the task of
explaining. Specifying which factors are explanato-
rily relevant to which others is a job done by science
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over and above the job of laying out the laws of nature.,
Once the laws of nature are known, we still have to
decide what kinds of factors can be cited in explana-
tion.

One thing that ceteris paribus laws do 1S to express
our explanatory commitinents. They tell what kinds
of explanations arc permitied. We know from the
refined Snell's law that in any isotropic mediun, the

angle of refraction can be explained by the angle of

incidence, according (o the equation sin 6/sin 9, =
ns/ny . 1o leave the unrefined Snell’s law on the books
1s to signal that the same kind of explanation can be
eiven cven for some anisotropic media. The pattern
of explanation derived from the ideal situation is
employed even where the conditions are less than
ideal; and we assume that we can understand what
happens in nearly isotropic media by rehearsing how
light rays behave in pure isotropic cases.

This assumption is a delicate one .. . For the
moment [ intend only to point out that it is an
assumption, and an assumption which (prior to the
“full electromagnetic theory™) goes well beyond our
knowledge of the facts of nature. We know that in
isotropic media, the angle of refraction is due to the
angle of incidence under the equation sin 8/sin 9, =
ny/ny. We decide to explain the angles for the two
refracted rays in anisotropic media in the saime man-
ner. We may have good reasons for the decision; in
this case if the media are nearly isotropic, the two
rays will be very close together, and close to the
angle predicted by Sncell's law; or we believe in con-
tinuity of physical processes. But still this decision is
not forced by our knowledge of the laws of nature.

Obviously this decision could not be taken if we
also had on the books a second refinement of Snell’s
law, implying that in any anisotropic media the
angles are quite different from those given by Snell’s
law. But laws ar¢ scarce, and often we have no law at
all about what happens in conditions that are less
than ideal.

Covering-faw theorists will tell a different story
about the use of ceteris paribus laws in explanation.
From their point of view, ceteris paribus explana-
tions are elliptical for genuine covering law explana-
tions from true laws which we do not yet know, When
we use a ceteris paribus “law™ which we know to be
false, the covering-law theorist supposes us to be
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making a bet about what form the true faw takes. FFor
example, to retain Snell’s unqualified law would be
to bet that the (at the time unknown) law for
anisotropic media will entail values “close enough™
to those derived from the original Snell law.

[ have two difficulties with this story. The first
arises from an extreme metaphysical possibility, in
which I'in fact belicve. Covering-law theorists tend to
think that nature is well-regulated; in the extreme,
that there 1s a law o cover every case. I do not. |
imagine that natural objects are much like people in
societics. Their behaviour is constrained by some
spectfic laws and by a handful of general principles,
but it is not determined in detail, even statistically.
What happens on most occasions is dictated by no
law at all. "T'his is not a metaphysical picture that |
urge. My claim is that this picture 1s as plausible as
the alternative. God may have written just a few laws
and grown tircd. We do not know whether we are in
a tidy universe or an untidy one. Whichever universe
we are in, the ordinary commonplace activity of giv-
ing explanations ought to make sense.

The second difficulty for the ellipsis version of the
covering-law account is more pedestrian. Lliptical
explanations are not explanations; they are at best
assurances that explanations are to be had. The law
that 1s supposed to appear in the complete, correct
DD-N explanation is not a law we have in our theory,
not a faw that we can state, let alone test. There may
be covering-law explanations in these cases. But
those explanations are not our explanations; and
those unknown laws cannot be our grounds for say-
ing of a necarly isotropic medium, “sin 0, = k(n,/n,)
because sin 6 = k.

What then are our grounds? 1 assert only what
they are not: they are not the faws of nature. The laws
of nature that we know at any time are not enough to
tell us what kinds of explanations can be given at that
time. That requires a decision; and it is just this deci-
sion that covering-law theorists make when they
wager about the existence of unknown laws. We may
belicve in these unknown laws, but we do so on no
ordinary grounds: they have not been tested, nor are
they derived from a higher level theory. Our grounds
for believing in them are only as good as our reasons
for adopting the corresponding explanatory strategy,
and no better.



268

3. WHEN LAWS CONFLICT

[ have been maintaining that there are not enough cov-
ering laws to go around. Why? The view depends on
the picture of science that I mentioned carlier. Science
is broken into various distinct domains: hydrodynam-
ics, genetics, laser theory, . . . We have many detailed
and sophisticated theories about what happens within
the various domains. But we have little theory about
what happens in the intersection of domains. . . .

IFor example, (ceteris paribus) adding salt to water
decreases the cooking time of potatoes; taking the
walter to higher altitudes increases it. Refining, if we
speak more carefully we might say instead, “Adding
salt to water while keeping the altitude constant
decreases the cooking time; whereas increasing the
altitude while keeping the saline content fixed
increases it” .. .

But neither of these tells what happens when we
both add salt to the water and move (o higher alti-
tudces.

Here we think that probably there 1s a precise
answer about what would happen, even though it is
not part of our common folk wisdom. But this is not
always the case. 1 discuss this in detail in the next
essay. Most real life cases involve some combination
of causes; and general laws that describe what hap-
pens in these complex cases are not always available,
Although both quantum theory and relativity are
highly developed, detailed, and sophisticated, there
is no satisfactory theory of relativistic quantum
mechanics. A more detailed example from transport
theory 1s given in the next essay. The general lesson
is this: where theories intersect, laws arc usually hard
o come by.

4. WHEN EXPLANATIONS CAN BE
GIVEN ANYWAY

So far, I have only argued half the case. I have argued
that covering laws are scarce, and that ceteris paribus
laws are no true laws. It remains to argue that, never-
theless, ceteris paribus laws have a fundamental
explanatory role. But this is easy, for most of our
explanations are explanations from ceteris paribus
laws.

NANCY CARTWRIGHT

Let me illustrate with a huimdrum example. Last
year | planted camellias in my garden. I know that
camellias like rich soil, so I planted them in com-
posted manure. On the other hand, the manure was
still warm, and I also know that camellia roots cannot
take high temperatures. So I did not know what to
expect. But when many of my camcllias died, despite
otherwise perfect care, | knew what went wrong. The
camellias died because they were planted in hot soil.

This is surely the right explanation (o give. Of
course, I cannot be absolutely certain that this expla-
nation is the correct one. Some other factor may have
been responsible, nitrogen deficiency or some genetic
defect in the plants, a factor that I did not notice, or
may not cven have known to be relevant. But this
uncertainty is not peculiar to cases of explanation. It
is just the uncertainty that besets all of our judgements
about matters of fact. We must allow for oversight;
stll, since I made a reasonable effort o ¢hminate
other menaces to my camellias, we may have some
confidence that this is the right explanation.

So we have an explanation for the death of my
camellias. But it 1s not an explanation from any true
covering law. There is no law that says that camellias
just like mine, planted in soil which 1s both hot and
rich, dic. To the contrary, they do not all die. Some
thrive; and probably those that do, do so because of
the richness of the soil they are planted in. We may
insist that there must be some differentiating factor
which brings the case under a covering law: in soil
which is rich and hot, camcllias of on¢ kind dic; those
of another thrive. I will not deny that there may be
such a covering law. I merely repeat that our abality
to give this humdrum explanation precedes our
knowledge of that law. On the Day of Judgment,
when all laws are known, these may suffice to explain
all phenomena. But in the meantime we do give
explanations; and it is the job of science to tell us
what kinds of explanations are admissible.

In fact I want to urge a stronger thesis. If, as is pos-
sible, the world is not a tidy deterministic systein, this
job of telling how we are to explain will be a job which
is still left when the descriptive task of science is com-
plete. Imagine for example (what I suppose actually to
be the case) that the facts about camcllias are irre-
ducibly statistical. Then it 18 possible to know all the
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general nomological facts about camellias which there
arc to know—ifor example, that 62 percent of all
camellias in just the circumstances of my camellias
die, and 38 per cent survive. But one would not thereby
know how to explain what happened im my garden.
You would still have to look to the Sunset Garden Book
to learn that the heat of the soil explains the perishing,
and the richness explains the plants that thrive.

5. CONCLUSION

Most scientilic explanations use ceteris paribus laws.
These laws, read literally as descriptive statements,
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are false, not only false but decined false even in the
context of use. This is no surprise: we want laws that
unify; but what happens may well be varied and
diverse. We are lucky that we can organize phenom-
ena at all. There is no reason to think that the princi-
ples that best organize will be true, nor that the prin-
ciples that are true will organize much.

NOTE

1. Miles V. Klein. Optics (New York: John Wiley and
Sons. 1970). p. 21. italics added. 8 is the angle of inci-
dence.

The New Riddle of Induction

T

NELSON GOODMAN

Nelson Goodman (1906-1998) made important contributions to aesthetics, episte-
mology, metaphysics, logic, and the philosophy of science. His books include The
Structure of Appearance, Languages of Art, and Ways of Worldmaking.

Confirmation of a hypothesis by an instance depends
rather heavily upon features of the hypothesis other
than its syntactical form. That a given piece of cop-
per conducts electricity increases the credibility of
statements asserting that other pieces of copper con-
duct electricity, and thus confirms the hypothesis that
all copper conducts electricity. But the fact that a
given man now in this room is a third son does not
mcrease the credibility of statements asserting that
other men now in this room are third sons, and so
does not confirm the hypothesis that all men now in
this room are third sons. Yet in both cases our hypoth-
esis is a generalization of the evidence statement. The
difference is that in the former case the hypothesis is

a lawlike statement; while in the latter case, the
hypothesis is a merely contingent or accidental gen-
erality. Only a statement that is lawlike—regardless
of its truth or falsity or its scientific importance—is
capable of receiving confirmation {rom an instance of
i; accidental statements are not. Plainly, then, we
must look for a way of distinguishing lawlike from
accidental statements.

So long as what seems to be needed is merely a
way of excluding a few odd and unwanted cases that
are inadvertently admitted by our definition of con-
firmation, the problem may not seem very hard or
very pressing. We fully expect that minor defects will
be found in our definition and that the necessary

Reprinted by permission of the publishers from Fact, Fiction, and Forecast by Nelson Goodman (Cambridge. Mass.: Harvard Uni-

versity Press). Copyright © 1979, 1983 by Nelson Goodman.
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refinements will have to be worked out patiently one
after another. But some further examples will show
that our present difficulty is of a much graver kind.

Suppose that all emeralds examined before a cer-
tain time / are green. At e £, then, our observations
support the hypothesis that all emeralds are green;
and this is in accord with our dcfinttion of confirma-
tion. Our evidence statements assert that emerald ¢ is
ercen, that emerald b 1s green, and so on; and cach
confirms the general hypothesis that all emeralds are
ereen. So far, so good.

Now let me introduce another predicate less
familiar than “green.” It 1s the predicate “grue™ and it
applics (o all things cxamined before 7 just in case
they are green but to other things just in case they are
blue. Then at tune f we have, for each evidence state-
ment asserting that a given emerald 1s green, a paral-
lel evidence statement asserting that that emerald 1s
eruc. And the statements that emerald a 1s grue, that
emerald b 1s grue, and so on, will cach confirm the
gencral hypothesis that all emeralds are grue. Thus
according to our definition, the prediction that all
emeralds subsequently examined will be green and
the prediction that all will be grue are alike confirmed
by evidence statements describing the same obscrva-
tions. But if an emerald subscquently examined is
erue, it 1s blue and hence not green. Thus although
we are well aware which of the two incompatible pre-
dictions is genuinely confirmed, they are equally well
confirmed according 1o our present definition. More-
over, 1t 18 clear that if we simply choose an appropri-
ate predicate, then on the basis of these same obser-
vations we shall have equal confirmation, by our
definition, for any prediction whatever about other
emeralds—or indeed about anything else.! As in our
carlier example, only the predictions subsumed
under lawlike hypothesis are genuinely confirmed;
but we have no criterion as yet for determining law-
likeness. And now we see that without some such cri-
terion, our definition not merely includes a few
unwanted cases, but is so completely meffectual that
it virtually excludes nothing. We are left once again
with the intolerable result that anything confirms
anything. This difficulty cannot be set aside as an
annoying detail to be taken care of in due course. It
has to be met before our definition will work at all.

NELSON GOODMAN

Nevertheless, the difficulty is often  slighted
because on the surface there seem (o be casy ways of
dealing with it. Sometimes, for example, the problem
is thought 1o be . . . [that we are], making tacit and
illegitimate use of information outside the stated evi-
dence: the information, for example, that different
samples of one material arc usually alike i conduc-
tivity, and the information that different men in a lec-
ture audience are usually not alike in the number of
their older brothers. But while 1t 1s true that such
information is being smuggled in, this does not by
itself settle the matter as it settles the matter of the
ravens. There the point was that when the smuggled
information is forthrightly declared, its cffect upon
the confirmation of the hypothesis in question is
immediately and properly registered by the definition
we are using. On the other hand, if (o our initial cvi-
dence we add statements concerning the conductivity
of picces of other materials or concerning the number
of older brothers of members of other lecture audi-
ences, this will not in the least affect the confirma-
tion, according to our definition, of the hypothesis
concerning copper or of that concerning this lecture
audience. Since our definition i$ insensitive to the
bearing upon hypotheses of evidence so related o
them, cven when the evidence is fully declared, the
difficulty about accidental hypotheses cannot be
explained away on the ground that such evidence is
being surreptitiously taken into account.

A more promising sugeestion is to explain the
matter in terms of the effect of this other evidence not
directly upon the hypothesis in question but indi-
rectly through other hypotheses that are confirmed,
according to our definition, by such evidence. Our
information about other materials does by our defini-
tion confirm such hypotheses as that all pieces of iron
conduct electricity, that no pieces of rubber do, and
so on; and these hypotheses, the explanation runs,
impart (o the hypothesis that all picces of copper
conduct electricity (and also to the hypothesis that
nonc do) the character of lawlikeness—that 1s,
amenability to confirmation by direct positive in-
stances when found. On the other hand, our informa-
tion about other lecture audiences discontirms many
hypotheses to the effect that all the men in one audi-
ence are third sons, or that none are; and this strips
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any character of lawlikeness from the hypothesis that
all (or the hypothesis that none) of the men in this
audience are third sons, But clearly if this course 18 10
be followed, the circumstances under which hypo-
theses are thus related to one another will have to be
precisely articulated.

The problem, then, is to define the relevant way in
which such hypotheses must be alike. Lvidence for
the hypothesis that all iron conducts electricity
enhances the lawlikeness of the hypothesis that all
zirconium conducts electricity, but does not similarly
alfect the hypothesis that all the objects on my desk
conduct electricity. Wherein lies the difference? The
first two hypotheses fall under the broader hypothe-
sis—call it “H" —that every class of things of the
same material is uniform in conductivity; the first and
third fall only under some such hypothesis as—call 1t

“K " —that every class of things that are either all of

the same material or all on a desk 1s uniform in con-
ductivity. Clearly the important difference here 1s that
evidence for a statement aftirming that one of the
classes covered by H has the property in question
increases the credibility of any statement affiriing
that another such class has this property; while noth-
ing of the sort holds true with respect to K. But this is
only to say that H is lawlike and K 1s not. We are
faced anew with the very problem we are trying to
solve: the problem of distinguishing between lawlike
and accidental hypotheses.

The most popular way of attacking the problem
takes 1ts cue from the fact that accidental hypotheses
seem typically to involve some spatial or temporal
restriction, or reference to some particular individual.
They seem to concern the people in some particular
room, or the objects on some particular person’s
desk; while lawlike hypotheses characteristically
concern all ravens or all pieces of copper whatsoever.
Complete generality is thus very often supposed to be
a sufficient condition of lawlikeness; but to define
this complete generality is by no means easy. Merely
to require that the hypothesis contain no term nain-
ing, describing, or indicating a particular thing or
location will obviously not be enough. The trouble-
some hypothesis that all emeralds are grue contains
no such term; and where such a term does occur, as
in hypotheses about men in this room, it can be sup-
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pressed in favor of some predicate (short or long, new
or old) that contains no such term but applies only to
exactly the same things, One might think, then, of
excluding not only hypotheses that actually contain
terms for specific individuals but also all hypotheses
that are equivalent to others that do contain such
terms. But, as we have just seen, to exclude only
hypotheses of which all equivalents contain such
terms 1s (o exclude nothing. On the other hand, to
exclude all hypotheses that have somie equivalent
containing such a term 1s to exclude everything; for
even the hypotheses

All grass is green
has as an equivalent
All grass in London or elsewhere 1s green.

The next step, therefore, has been to consider rul-
ing out predicates of certain kinds. A syntactically
universal hypothesis is lawlike, the proposal runs,
if its predicates are “purely qualitative™ or “non-
positional™, This will obviously accomplish nothing
if a purcly qualitative predicate is then conceived
cither as one that i1s cquivalent to some expression free
of termns for specific mdividuals, or as one that is
cquivalent to no expression that contains such a term;
for this only raises again the difficulties just pointed
out. The claim appears to be rather that at least in the
case of a sunple enough predicate we can readily
determine by direct ingpection of its meaning whether
or not it is purely qualitative. But ¢ven aside from
obscurities in the notion of “the meaning’ of a predi-
cate, this claim seems to me wrong. I simply do not
know how to tell whether a predicate is qualitative or
positional, except perhaps by completely begging the
question at issue and asking whether the predicate is
“well-behaved™—that 1s, whether simple syntacti-
cally universal hypotheses applying it are lawlike,

This statement will not go unprotested. “Con-
sider,” it will be argued, “the predicates ‘blue’ and
‘ereen’” and the predicate “grue’ introduced earlier,
and also the predicate “bleen’ that applics to emeralds
examined before tine 7 just in case they are blue and
to other emeralds just in case they are green. Surely it
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is clear,” the argument runs, “that the first two are
purely qualitative and the second two are not; for the
meaning of each of the latter two plainly involves ref-
erence 1o a specitic temporal position.” To this L reply
that indeed 1 do recognize the first two as well-
behaved predicates admissible in lawlike hypotheses,
and the sccond two as ill-behaved predicates. But the
areument that the former but not the latter are purcly
qualitative seems (o me quite unsound. True enough,
i we start with “blue™ and “green™, then “grue™ and
“bleen™ will be explained in terms of “blue™ and
“oreen” and a temporal ter. But equally truly, if we
start with “gruc” and “bleen™, then “blue™ and “ereen™
will be explained in terms of “eruc™ and “bleen™ and
a temporal term; “ercen”, for example, applics to
emeralds examined before tume 7 just in case they are
erue, and to other emeralds just in case they are bleen.
Thus qualitativeness s an entirely relative matter and
docs not by itsclf cstablish any dichotomy of predi-
cates. This relativity scems to be completely over-
looked by those who contend that the qualitative char-
acter of a predicate is a criterion for its good behavior.
Of course, one may ask why we need worry about
such unfamiliar predicates as “erue”™ or about acci-
dental hypotheses in eeneral, since we are unlikely to
usc them in making predictions. If our definition
works for such hypotheses as arc normally cmployed,
1isn't that all we need? In a sense, yes; but only in the
sense that we need no definition, no theory of induc-
tion, and no philosophy of knowledge at all. We get
along well ¢cnough without them in daily life and in
scientific research. But if we seek a theory at all, we
cannot ¢xcuse gross anomalies resulting from a pro-
posed theory by pleading that we can avoid them in
practice. The odd cases we have been considering are
clinically pure cases that, though seldom encountered
in practice, nevertheless display to best advantage the
symptoms of a widespread and destructive malady.
We have so far neither any answer nor any prom-
ising clue to an answer to the question what distin-
euishes lawlike or confirmable hypotheses from acci-
dental or non-confirmable ones; and what may at first
have seemed a minor technical difficulty has taken on

the stature of a major obstacle to the development of

a satisfactory theory of confinnation. It is this prob-
lem that I call the new riddle of induction.

NELSON GOODMAN

THE PERVASIVE PROBLEM
OF PROJECTION

At the beginning of this lecture, I expressed the opin-
10on that the problem of induction is still unsolved, but
that the difticulties that face us today are not the old
onges; and I have tried to outline the changes that have
taken place. The problem of justifying induction has
been displaced by the problem of defining confirma-
tion, and our work upon this has left us with the resid-
ual problem of distinguishing between confirmable
and non-confirmablc hypotheses. One might say
roughly that the first question was “Why does a pos-
itive instance ol a hypothesis give any grounds for
predicting further instances?”; that the newer ques-
tion was “What is a positive instance of a hypothe-
sis?”; and that the crucial remaining question is
“What hypotheses are confirmed by their positive
instances””

The vast amount of effort expended on the prob-
lem of induction in modern times has thus altered our
afflictions but hardly relieved them. The original dif-
ficulty about induction arose from the recognition
that anything may follow upon anything. Then, in
attempting to define confirmation in terms of the con-
verse of the consequence relation, we found our-
sclves with the distressingly sumilar difficulty that
our definition would make any statement confirn any
other. And now, after modifying our definition drasti-
cally, we still get the old devastating result that any
statement will confirm any statement. Until we find a
way ol exercising some control over the hypotheses
to be admitted, our definition makes no distinction
whatsoever between valid and invalid inductive
mfcrences.

The real inadequacy of Hume's account lay not in
his descriptive approach but in the imprecision of his
description. Regularities in experience, according to
hi, give rise to habits of expectation; and thus it is
predictions conforming to past regularities that are
normal or valid. But Hume overlooks the fact that
somg regularitics do and some do not ¢stablish such
habits; that predictions based on some regularitics
are valid while predictions based on other regularities
ar¢ not. Every word you have heard me say has
occurred prior to the final sentence of this lecture; but
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that does not, I hope, create any expectation that
every word you will hear me say will be prior to that
sentence, Again, consider our case of emeralds. All
those examined before time 1 are ereen; and this leads
us to expect, and confirms the prediction, that the
next one will be green. But also, all those examined
are gruc; and this does not lead us to expect, and does
not confirm the prediction, that the next one will be
grue. Regularity in greenness confirms the prediction
of further cases; regularity in grueness does not. ‘1o
say that valid predictions are those based on past reg-
ularitics, without being able to say which regularities,
is thus quite pointless. Regularities are where you
find them, and you can find them anywhere. As we
have seen, Hume's failure to recognize and deal with
this problem has been shared even by his most recent
SUCCESSOrs,

As a result, what we have in current confirmation
theory is a definition that 1s adequate for certain cases
that so far can be described only as those for which it
is adequate. The theory works where it works. A
hypothesis is confirmed by statements related to it in
the prescribed way provided it is so confirmed. This
18 a good deal like having a theory that tells us that the
area of a plane figure is one-half the base times the
altitude, without telling us for what figures this holds,
We must somehow find a way of distinguishing law-
like hypotheses, to which our definition of confirma-
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tion applies, from accidental hypotheses, to which it
does not.

Today I have been speaking solely of the problem
of induction, but what has been said applies equally
to the more general problem of projection. As
pointed out earlier, the problem of prediction from
past 1o future cases is but a narrower version of the
problem of projecting from any set of cases to others.
We saw that a whole cluster of troublesome problems
conceming dispositions and possibility can be re-
duced to this problem of projection. That is why the
new riddle of induction, which is more broadly the
problem of distinguishing between projectible and
non-projectible hypotheses, is as important as it is
exasperating.

NOTE

. Tor instance. we shall have equal confirmation. by
our present definition, for the prediction that roses subse-
quently examined will be blue. Let “emerose™ apply just to
emeralds examined before time £, and to roses examined
later. Then all emeroses so far examined are grue, and this
confirms the hypothesis that all emeroses are grue and
hence the prediction that roses subsequently examined will
be blue. The problem raised by such antecedents has been
little noticed. but is no easier to meet than that raised by
similarly perverse consequents.
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What are scientific revolutions and what is their func-
tion in scientific development? . . . [S]cientific revo-
lutions are here taken to be those noncumulative
developmental episodes in which an older paradigm
1s replaced in whole or in part by an incompatible
new one. There 18 more 1o be said, however, and an
essential part of it can be introduced by asking one
further question. Why should a change of paradigm
be called a revolution? In the face of the vast and
essential differences between political and scientific
development, what parallelism  can  justify the
metaphor that finds revolutions in both?

One aspect of the parallelism must already be
apparent. Political revolutions are inaugurated by a
growing sense, often restricted to a segment of the
political community, that c¢xisting institutions have
ceased adequately to meet the problems posed by an
environment that they have in part created. In much
the same way, scientific revolutions are inaugurated
by a growing sense, again often restricted Lo a narrow
subdivision of the scientific community, that an exist-
ing paradigim has ccased to function adequately in the
exploration of an aspect of nature to which that para-
digm itsell’ had previously led the way. In both
political and scientific development the sense of mal-
function that can lead to crisis is prerequisite (o re-
volution. Furthermore, though it admittedly strains
the metaphor, that parallclism holds not only for the

major paradigm changes, like those attributable to
Copernicus and Lavoisier, but also for the far smaller
ones associated with the assimilation of a new sort of
phenomenon, like oxygen or X-rays. Scientific revo-
lutions . .. need scem revolutionary only to those
whose paradigms are affected by them. To outsiders
they may, like the Balkan revolutions of the early
twentieth century, seem normal parts of the develop-
mental process. Astronomers, for example, could
accept X-rays as a mere addition o knowledge, for
their paradigms were unaffected by the existence of
the new radiation. But for men like Kelvin, Crookes,
and Roentgen, whose research dealt with radiation
theory or with cathode ray tubes, the emergence of
X-rays necessarily violated one paradigm as it cre-
ated another. That 1s why these rays could be discov-
ered only through something’s first 2oing wrong with
normal research,

This genetic aspect of the parallel between politi-
cal and scientific development should no longer be
open to doubt. The parallel has, however, a second and
more profound aspect upon which the significance of
the first depends. Political revolutions aim to change
political institutions in ways that those institutions
themselves prohibit. Their success therefore necessi-
tates the partial relinquishment of one set of institu-
tions in favor of another, and in the interim, society 1s
not fully governed by institutions at all. Initially it is

Reprinted from The Structure of Scientific Revolutions (Chicago: University of Chicago Press. 1962). by permission of the pub-

lisher.
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crisis alone that attenuates the role of political institu-
tions as we have already seen it attenuate the role of
paradigms. In increasing  numbers  individuals
become increasingly estranged from political life and
behave more and more eccentrically within it. Then,
as the crisis deepens, many of these individuals com-
mit themselves to some concrete proposal for the
reconstruction of society in a new institutional frame-
work. At that point the society 1s divided into com-
peting camps or partics, one seeking to defend the old
institutional consteltation, the others seeking to insti-
tute some new one. And, once that polarization has
occurred, political recourse fails. Because they differ
about the institutional matrix within which political
change is to be achieved and evaluated, because they
acknowledge no supra-institutional framework for
the adjudication of revolutionary difference, the par-
ties to a revolutionary conflict must finally resort to
the techniques of mass persuasion, often including
force. Though revolutions have had a vital role in the
cvolution of political institutions, that role depends
upon their being partially extrapolitical or extrainsti-
tutional events.

The remainder of this essay aims to demonstrate
that the historical study of paradigm change reveals
very similar characteristics in the evolution of the sci-
ences. Like the choice between competing political
institutions, that between competing  paradigims
proves o be a choice between incompatible modes of
community life. Because 1t has that character, the
choice is not and cannot be determined merely by the
evaluative procedures characteristic of normal sci-
ence, for these depend in part upon a particular para-
digim, and that paradigin is at issue. When paradigms
enter, as they must, into a debate about paradigm
choice, their role is necessarily circular. Each group
uses its own paradigm (o argue in that paradigm’s
defense.

The resulting circularity does not, of course, make
the arguments wrong or even ineffectual. The man
who premises a paradigim when arguing in its defense
can nonetheless provide a clear exhibit of what scien-
tific practice will be like for those who adopt the new
view of nature. That exhibit can be immensely per-
suasive, often compellingly so. Yet, whatever its
force, the status of the circular argwment is only that
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of persuasion, It cannot be made logically or cven
probabilistically compelling for those who refuse to
step into the circle. The premises and values shared by
the two partics to a debate over paradigms are not suf-
ficiently extensive for that. As in political revolutions,
so in paradigin choice—there 1s no standard higher
than the assent of the relevant community. To discover
how scientific revolutions are cffected, we shall there-
fore have to examine not only the impact of nature and
of logic, but also the techniques of persuasive argu-
mentation effective within the quite special groups
that constitute the community of scientists.

To discover why this 1ssue of paradigm choice can
never be unequivocally settled by logic and experi-
ment alone, we must shortly examine the nature of the
differences that separate the proponents of a tradi-
tional paradigm from their revolutionary successors.
That examination 1s the principal object of this section
and the next. We have, however, already noted numer-
ous examples of such differences, and no once will
doubt that history can supply many others. What 1s
more likely to be doubted than their existence—and
what must therefore be considered first—is that such
examples provide essential information about the
nature of science. Granting that paradigm rejection
has been a historic fact, does it illuminate more than
human credulity and confusion? Are there intrinsic
rcasons why the assumilation of ¢ither a new sort of
phenomenon or a new scientific theory must demand
the rejection of an older paradigm?

First notice that if there are such reasons, they do
not derive from the logical structure of scientific
knowledge. In principle, a new phenomenon might
cmerge without reflecting destructively upon any part
of past scientific practice. Though discovering life on
the moon would today be destructive of existing par-
adigms (these tell us things about the moon that seem
incompatible with life’s existence there), discovering
life in some less well-known part of the galaxy would
not. By the same token, a new theory does not have
to conflict with any of its predecessors. It might deal
exclusively with phenomena not previously known,
as the quantum theory deals (but, significantly, not
exclusively) with subatomic phenomena unknown
before the twentieth century, Or again, the new the-
ory might be simply a higher level theory than those
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known before, one that linked together a whole group
of lower level theories without substantially chang-
ing any. ‘loday, the theory of energy conservation
provides just such links between dynamics, chem-
istry, electricity, optics, thermal theory, and so on.
Still other compatible relationships between old and
new theories can be concetved. Any and all of them
might be exemplified by the historical process
through which science has developed. If they were,
scientific development would be genuinely cumula-
tive. New sorts of phenomena would simply disclose
order mn an aspect of natur¢ where none had been
seen before. In the evolution of science new knowl-
edge would replace ignorance rather than replace
knowledge of another and incompatible sort.

Of course, science (or some other enterprise, per-
haps less effective) might have developed in that
fully cumulative manner. Many people have believed
that it did so, and most still scem (o suppose that
cumulation 1s at least the idcal that historical devel-
opment would display if only it had not so often been
distorted by human idiosyncrasy. There are impor-
tant reasons for that belief. . . . Nevertheless, despite
the imimense plausibility of that ideal image, there is
increasing reason to wonder whether it can possibly
be an image of science. After the pre-paradigm
period the assimilation of all new theorics and of
almost all new sorts of phenomena has in fact
demanded the destruction of a prior paradigm and a
consequent conflict between competing schools of
scientific thought. Cumulative acquisition of unantic-
ipated noveltics proves to be an almost non-existent
exception to the rule of scientific development. The
man who takes historic fact seriously must suspect
that science does not tend toward the ideal that our
image of its cumulativeness has suggested. Perhaps it
1s another sort of enterprise.

If, however, resistant facts can carry us that far,
then a second look at the ground we have already
covered may suggest that cumulative acquisition of
novelty is not only rare in fact but improbable in prin-
ciple. Nommal research, which is cumulative, owes its
success to the ability of scientists regularly to select
problems that can be solved with conceptual and
mstrumental techniques close o those already in
existence. (That 1s why an excessive concern with
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usceful problems, regardless of their relation (o exist-
ing knowledge and technique, can so easily inhibit
scientific development.) The man who is striving o
solve a problem defined by existing knowledge and
technique 1s not, however, just looking around. He
knows what he wants to achieve, and he designs his
mstruments and directs his thoughts accordingly.
Unanticipated novelty, the new discovery, can
emerge only to the extent that his anticipations about
nature and his instruments prove wrong. Often the
importance of the resulting discovery will itself be
proportional to the extent and stubbornness of the
anomaly that foreshadowed it. Obviously, then, there
must be a conflict between the paradigm that dis-
closes anomaly and the one that later renders the
anomaly law-like. The examples of discovery
through paradigm destruction . . . did not confront us
with mere historical accident. There is no other effec-
tive way in which discoverics might be generated.

The same argument applics even more clearly to
the ivention of new theories. There are, in principle,
only three types of phenomena about which a new
theory might be developed. The first consists of phe-
nomena already well explained by existing para-
digms, and these scldom provide cither motive or
point of departure for theory construction. When they
do . . . the theories that result are seldom accepted,
because nature provides no ground for discrimina-
tion. A second class of phenomena consists of those
whose nature is indicated by existing paradigms bul
whose details can be understood only through further
theory articulation. These are the phenomena to
which scientists direct their resecarch much of the
tune, but that rescarch aims at the articulation of
existing paradigms rather than at the invention of
new ones. Only when these attempts at articulation
fail do scientists encounter the third type of phenom-
cna, the recognized anomalies whose characteristic
feature is their stubborn refusal to be assimilated o
existing paradigms. This type alone gives rise (o new
theories. Paradigims provide all phenomena except
anomalies with a theory-determined place in the sci-
entist’s ficld of vision.

But if new theories are called forth to resolve
anomalies in the relation of an existing theory (o
nature, then the successtul new theory must some-
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where permit predictions that are different from those
derived from its predecessor. That difference could
not occur if the two were togically compatible. In the
process of being assimilated, the second must dis-
place the first. Even a theory like energy conserva-
tion, which today seems a logical superstructure that
relates to nature only through independently estab-
lished theories, did not develop historically without
paradigm destruction. Instead, it emerged from a cri-
sis in which an essential ingredient was the incom-
patibility between Newtonian dynamics and some
recently formulated consequences of the catoric the-
ory of hcat. Only after the caloric theory had been
rejected could energy conservation become part of
science.! And only after it had been part of science
for some time could it come to seem a theory of a log-
ically higher type, one not in conflict with its prede-
cessors. It is hard to see how new theories could arise
without these destructive changes in beliefs about
naturc. Though logical inclusiveness remains a per-
missible view of the relation between successive sci-
entific theories, it is a historical implausibility.

A century ago it would, 1 think, have been possi-
ble to tet the case for the necessity of revolutions rest
at this point. But today, unfortunately, that cannot be
done because the view of the subject developed
above cannot be maintained if the most prevalent
contemporary interpretation of the nature and func-
tion of scientific theory is accepted. 'That interpreta-
tion, closely associated with early togical positivism
and not categorically rejected by its successors,
would restrict the range and meaning of an accepted
theory so that it could not possibly conflict with any
later theory that made predictions about some of the
same natural phenomena. The best-known and the
strongest case for this restricted conception of a sci-
entific theory emerges in discussions of the relation
between contemporary Einsteinian dynamics and the
older dynamical equations that descend from New-
ton’s Principia. From the viewpoint of this e¢ssay
these two theories are fundamentally incompatible in
the sense illustrated by the relation of Copernican to
Ptolemaic astronomy; Linstein’s theory can be
accepted only with the recognition that Newton's was
wrong, Today this remains a minority view.? We must
therefore examine the most prevatent objections (o it.
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The gist of these objections can be developed as
follows. Relativistic dynamics cannot have shown
Newtonian dynamics to be wrong, for Newlonian
dynamics is still used with great success by most
engineers and, in selected applications, by many
physicists. Furthermore, the propricty of this use of
the older theory can be proved from the very theory
that has, in other applications, replaced it. Einstein’s
theory can be used to show that predictions from
Newton's equations will be as good as our measuring
instruments in atl applications that satisty a small
number of restrictive conditions. For example, if
Newtonian theory is to provide a good approximate
solution, the retative velocities of the bodics consid-
cred must be smatl compared with the velocity of
light. Subject to this condition and a few others,
Newtonian theory seems (o be derivable from Lin-
steinian, of which it 1s therefore a special case.

But, the objection continues, no theory can possi-
bly conflict with one of its special cases. If Linstein-
1an science seems (o make Newtonian dynamics
wrong, that is only because some Newtonians were
so incautious as to clain that Newtonian theory
yielded entirely precise results or that it was valid at
very high relative velocities. Since they could not
have had any evidence for such claims, they betrayed
the standards of science when they made them. In so
far as Newtonian theory was ever a truly scientific
theory supported by valid evidence, it still is. Only
extravagant claims for the theory—ctaims that were
never properly parts of science—can have been
shown by ELinstein to be wrong. Purged of these
merely human extravagances, Newtonian theory has
never been challenged and cannot be.

Some variant of this arguinent is quite sufficient to
make any theory ever used by a significant group of
competent scientists immune to attack. the much-
maligned phlogiston theory, for example, gave order
(o a large number of physical and chemical phenom-
cna. It explained why bodies burned—they were rich
in phlogiston—and why metals had so many more
propertics in common than did their ores. The metals
were all compounded from  different eclementary
rarths combined with phlogiston, and the latter, com-
mon (o all metals, produced common properties. In
addition, the phlogiston theory accounted for a num-
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ber of reactions in which acids were formed by the
combustion of substances like carbon and sulphur,
Also, it explained the decrease of volume when com-
bustion occurs in a confined volume of air—the phlo-
eiston released by combustion “spoils™ the elasticity
of the air that absorbed it, just as fire “spoils™ the
elasticity of a steel spring.® If these were the only
phenomena that the phlogiston theorists had claimed
for their theory, that theory could never have been
challenged. A sunilar argument will suffice for any
theory that has ever been successtully applied to any
range of phenomena at all.

But to save theories in this way, their range of
application must be restricted to those phenomena
and to that precision of observation with which the
experimental evidence in hand already deals.* Car-
ried just a step turther (and the step can scarcely be
avoided once the first is taken), such a limitation pro-
hibits the scientist from claiming (o speak “scientifi-
cally™ about any phenomenon not alrcady observed.
Even in its present form the restriction forbids the
scientist (o rely upon a theory in his own research
whenever that research enters an area or seeks a
degree of precision for which past practice with the
theory offers no precedent. These prohibitions are
logically unexceptionable. But the result of accepting
them would be the end of the rescarch through which
science may develop turther.

By now that point too is virtually a tautology. With-
out commitment to a paradigm there could be no nor-
mal science. Furthermore, that commitinent must
extend to arcas and to degrees of precision for which
there is no full precedent. If it did not, the paradigm
could provide no puzzles that had not already been
solved. Besides, it is not only normal science that
depends upon commitment to a paradigm. It existing
theory binds the scientist only with respect (o existing
applications, then there ¢can be no surprises, anom-
alics, or crises. But these are just the signposts that
point the way to extraordinary science. If positivistic
restrictions on the range of a theory’s legitimate appli-
cability are taken literally, the mechamsm that tells
the scientific community what problems may lead to
fundamental change must cease to function. And
when that occurs, the community will mevitably
return (o something much like its pre-paradigim state,
a condition in which all members practice science but

THOMAS §. KUHN

in which their gross product scarcely resembles sci-
ence at all. Is it really any wonder that the price of sig-
nificant scientific advance is a commitment that runs
the risk of being wrong?

More¢ unportant, there 1s a revealing logical lacuna
in the positivist’s argument, one that will reintroduce
us immediately to the nature of revolutionary change.
Can Newtonian dynamics really be derived from rel-
ativistic dynamics? What would such a derivation
look like? Imagine a set of statements, k£, E,, ... F,,
which together embody the laws of relativity theory.
These statements contain variables and parameters
representing spatial position, time, rest mass, elc.
From them, together with the apparatus of logic and
mathematics, is deducible a whole set of further
statements including some that can be checked by
observation. To prove the adequacy of Newtonian
dynamics as a special case, we must add to the E}'s
additional statements, like (v/c)? << 1, restricting the
range of the parameters and variables. This enlarged
sct of statements 1s then manipulated to yield a new
set, Ni, Ns, ..., N,,, which is identical in form with
Newton's laws of motion, the law of gravity, and so
on. Apparently Newtonian dynamics has been derived
from Einsteinian, subject to a few limiting conditions.

Yet the derivation is spurious, at keast to this point.
Though the N;'s are a special case of the laws of rel-
ativistic mechanics, they are not Newton's Laws. Or
at least they are not unless those laws are reinter-
preted in a way that would have been impossible until
after Einstein’s work, The variables and parameters
that in the Einsteinian s represented spatial posi-
fion, time, mass, ctc., still occur in the N;'s; and they
there still represent Einsteinian space, time, and
mass. But the physical referents of these Einsteinian
concepts are by no means identical with those of the
Newtonian concepts that bear the same name. (New-
tonian mass is conserved; Einsteinian is convertible
with energy. Only at low relative velocities may the
two be measured in the same way, and even then they
must not be conceived to be the same.) Unless we
change the definitions of the variables in the N;'s, the
statements we have derived are not Newtonian. If we
do change them, we cannot properly be said to have
derived Newton's Laws, at least not in any sense of
“derive” now generally recognized., Our argument
has, of course, explained why Newton's Laws ever
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seemed to work. In doing so it has justified, say, an
automobile driver in acting as though he lived in a
Newtonian universe. An argument of the same type is
used 1o justify teaching earth-centered astronomy (o
surveyors. But the argument has still not done what it
purported to do. It has not, that is, shown Newton's
Laws to be a limiting case of Einstein’s. For in the
passage (o the limit it is not only the forms of the laws
that have changed. Simultancously we have had (o
alter the fundamental structural elements of which
the universe (0 which they apply is composed.

This need to change the meaning of established
and familiar concepts 1s central to the revolutionary
umpact of Einstein’s theory. Though subtler than the
changes from geocentrism (o heliocentrism, from
phlogiston to oxygen, or from corpuscles to waves,
the resulting conceptual transformation is no less
decisively destructive of a previously established
paradigm. We may even come (o sec it as a prototype
for revolutionary reorientations in the sciences. Just
because it did not involve the introduction of addi-

tional objects or concepts, the transition from New-
tonian to Einsteinian mechanics illustrates with par-
ticular clarity the scientific revolution as a displace-
ment of the conceptual network through which
scientists view the world.
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I. REALISM AND THE
THEORY-DEPENDENCE OF
EXPERIMENTAL DESIGN

In several papers ... I have argued that scientific
realism provides the only scientifically reasonable

explanation for the reliability of certain important
features of scientific methodology which are crucial
in experimental design and in the assessment of
experimental evidence. Roughly speaking, these are
the features of scientific methodology relevant (o the
assessiment of the “degree of confinnation™ of a pro-
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posed theory, given a body of obscrvational evidence
(if we choose to employ the standard empiricist ter-
minology). In the present section, I want to expand
upon this claim and to offer arguments for it m some-
what greater detail.

To begin with, it ts important to understand what
sort of reliability of methodology is to be explained.
If scientific realism is true, then the methodological
practices of science provide a reliable guide to
approximate truth about theoretical matters and, no
doubt, only scientific realism could provide a satis-
factory explanation for this fact. But it would be
question-begging to suggest that this provides any
eood reason to accept scientific realism; after all,
only realists believe that the methodology of science
is reliable in this sense, anyway. What 1 propose to do
1$ 10 take advantage of the fact that antirealists in the
philosophy of science are typically selective in their
skepticisin and to define the rehability of the methods
of science in such a way that no questions are begged
against the position of the typical antircalist. Call a
theory instrumentally reliable if it makes approxi-
mately true predictions about observable phenom-
ena. Call a methodology instrumentally reliable if it
1s a reliable guide to the aceeptance of theories which
arc themsclves instrumentally reliable. For the anti-
realist against whom my arguments are directed, it is
uncontroversial that the actual methods of science are
instrumentally reliable in this sense, although it may
of course be a matter for philosophical dispute just
which features of actual scientific practice explain
this reliability. The arguments I am discussing here
arc directed against only the selectively skeptical
antircalist; I have nothing to say to “the Skeptic.”

Let us suppose that some scientific theory 7" has
been proposed and that a body E of experimental
results has been obtained which is consonant with the
predictions of 1. Imagine that 7" is an ordinary
medium-sized theory of the sort which scientists rou-
tinely confirm or disconfirm in the course of what
Kuhn calls “normal science.” (Scientific realism
must have something to say about the acceptance of
large-scale paradigm-fixing theories as well, but it is
a matter of controversy whether there is a reliable
methodology for such cases, and so I want here o
examine the more commonplace instances of theory

RICHARD N. BOYD

testing. . . . ) Questions regarding the extent to which
T is confirmed by the evidence £ may be fruitfully
divided into three categories:

. The guestion of “projectability.” One of the
things which Goodman has taught us 1s that some-
thing tmportant about inductive inference can be
lcarned by examining the unrefuted inductive gener-
alizations which no one ought to accept. Goodman
formulates the issue in terms of the projectability of
predicates m simple inductive generalizations, but it
1 clear that the issue he raises 1s more general, We
can think of any sufficiently general theory as repre-
senting the proposal to consider as projectable cer-
tain possible patterns in observable data, viz., those
patterns which the theory predicts. In general, the
methodological acceptability of such a proposal will
not depend soley upon the projectability of the ndi-
vidual predicates contained in the theory in question
considered n 1solation, but also on the structure of
the theory itself. ... 7" will receive significant cvi-
dential support from £ only if T represents a pro-
jectable pattern in possible observational data,

2. The gquestion of experimental controls and
experimental artifacts. Suppose that T represents a
projectable pattern in possible observational data,
and suppose further that the data in £ represent
apparently confirming cvidence for 7, whatever this
latter constraint might come to. It will stll be
methodologically inappropriate to accept 1" as well
confirmed unless there is reason to believe that the
experiments involved in the production of these data
were well designed. There must have been experi-
mental controls for the influence of factors irrelevant
to the assessment of 1) in particular, the data which
appear to confirm 7" must not be artifacts of the
design of the experiments in question rather than
genuine tests of the empirical adequacy of 7. The
analogous constraint applies, of course, to the case in
which 7"is apparently disconfirmed by £,

3. The question of “sampling.” Suppose that T
represents a projectable pattern and that the experi-
ments whose results are reflected in E are individu-
ally well designed. If we now ask how well, or to
what extent, T'is confirmed by £, we face head on the
methodological analogue of the pure epistermnolo-
gist’s problem of induction, T will typically have infi-
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nitcly many different observational consequences,
and the problem of assessing the extent to which £
confirms 7" comes down to the question of which
(typically relatively small) finite subsets of those
consequences  are  such that their confirmation
bestows significant confirmation on all the rest. (For
the realist, of course, the problem is broader; one
nceds to know which such subsets bestow significant
confirmation on the theory taken literally as a
description of [partly] unobservable reality. Here, as
in the case of the definition of reliability of method-
ology, I frame the issue in a way which does not beg
the question against the antircalist.)

We may, 1 think, frame this question in a revealing

way. The question is whether the consequences of 77

which have been tested are—in an epistemically
appropriate sense—a representative sanmple of all the
observational consequences of 72 We cannot have
checked out all of the (epistemically) possible ways
in which 7 could “go wrong™ with respect to obser-
vational prediction; there are, after all, infinitely
many such ways. What we want to know is whether
the experimental studies in question involve a repre-
sentative sample of those ways, so that, it 7 hasn’t
gone wrong where we've tested it, then we can be
justified in believing that itisn’t going to go (very far)
wrong at all. (Actually, this description is somewhat
idealized; in the actual history of science, well-
established theories have often turned out to be very
wrong indeed in some of their empirical predictions.
What is important is that we—rightly—expect ex-
perimental confirmation of a theory to warrant our
belief that it will prove instrumentally reliable in a
wide range of applications whose limits we cannot
set in advance. The problem of identifying a rele-
vantly representative sample of the obscrvational
predictions of a proposed theory 18 hardly rendered
casier by this complication.)

The Theory-Dependence of the Answers to
These Questions

The ways in which scientists answer these funda-
mental questions regarding the assessment of experi-
mental evidence are quite profoundly dependent
upon their prior theoretical commitments. That this is

eencrally true of scientific methodology is now
uncontroversial, Kuhn, Quine, both . Putnams,
Goodman, Glymour, and van Fraassen have all
c¢mphasized this point without, of course, all drawing
realist conclusions. It will be important for our pur-
poses to examine m some detail the ways 1 which
theoretical considerations are involved in answering
the three questions about experimental evidence
which we have just identified.

. Projectability. Kuhn correctly insists that in
mature sciences the basic form of solutions to partic-
ular research problems is tightly circumscribed by the
theoretical and research tradition (the “paradigm’™),
and van IFraassen agrees that the acceptance of par-
ticular theories involves the scientist “in a certain sort
of research programme.” The proposed theory T
whose degree of confirmation by £ is to be estimated
will not be a serious candidate for confirmation at all
unless it arises as a proposed solution to some prob-
lem: the extension of an existing theory to some new
arca of application, perhaps, or the explanation of
some particular phenomena or observations. The the-
oretical tradition very sharply constrains such pro-
posals; a proposed solution is unacceptable unless it
18 theoretically plausible in the light of existing theo-
rics, unless it is one of the solutions suggcsted by the
existing “paradigm.” Only those patterns in observ-
able data are considered projectable which corre-
spond to theoretically plausible theoretical proposals.
Two facts about the theory-dependence of such pro-
jectability judgments are important for our concerns,

In the first place, such judgments sharply limit the
eenceralizations about observables which we take to
be confirmable. Suppose, as is typically the case, that
T is put forward to account for some particular
(finite) set of observational data. Of course, there will
be infinitely many possible theories which would
accommodate those data. Even if we take two such
theories 10 be cquivalent if they are empirically
cquivalent (or, better, if their respective integrations
into the existing theoretical tradition would be empir-
ically equivalent), there will remain infinitely many
cquivalence classes, cach representing one possible
observational generalization from the imtial data.
The effect of our theory-dependent judgments of pro-
jectability s to restrict our attention to a quite small
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finitc number of these possible genceralizations. Only
the generalizations in this small set are potentially
confirmable by obscrvations, given the prevailing
standards for the assessment of scientific evidence.

Secondly, the projectability judgments in question
are genuinely theorv-dependent. The judgments of
theoretical plausibility which these projectability
judements reflect depend upon the theoretical struc-
ture both of the proposed solutions and of the received
theoretical tradition. Proposed problem solutions are
plausible, for instance, when the unobservable mech-
anisms they postulate are relevantly similar to the
mechanisms postulated in the received theoretical tra-
dition, where the relevant respects of similarity are
likewise dependent on the theoretical structures pos-
tulated in the tradition. If the received body of theo-
ries were replaced by some quite different but empir-
ically equivalent body of theories, then judgments of
theoretical plausibility would pick out quite different
problem solutions as acceptable and thus typically
identify quite different patterns as projectable. As
Kuhn insists, the ontology of the received “paradigm™
1s crucial in determining the range of acceptable prob-
lem solutions (and thus the range of projectable pat-
terns in data).

2. Experimental artifacts. Supposc that 7' is theo-
retically plausible and thus represents a projectable
pattern in observable data, and suppose that the exper-
imental results in £ appear to support (or refute) 70 1f
these results are really to be evidentially relevant, then
there must be reason to think that the results favorable
(or unfavorable) to T'were not the result of features of
the experimental situation which are irrelevant to the
assessinent of 72 Of course, 1t is impossible to control
for all epistemically possible experimental artifacts
(of which there is an infinite number). Instead, we rely
upon established theory to indicate the conditions
under which the presence of experimental artifacts is
to be suspected and the sorts of experimental controls
which will permit us to avoid or discount for their
effects. This is, I think, uncontroversial. It 1s also
uncontroversial—although it 1s not much stressed in
the literature—that our theory-dependent judgments
in this area cut down the number of epistemically pos-
sible artifactual effects we actually control for from
infinitely many to rather few.
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What may be more controversial is whether or not
these judgments are theory-dependent in the broader
sense that they depend on the theoretical structure of
the relevant background theories rather than just on
their observational consequences. It might seem that
they donot. Consider, for example, the commonplace
that on¢ must, in experimnents involving electrical
phenomena, control for the 60Hz hum induced by the
alternating current in ordinary electrical wiring. Of
course, the background theories which draw our
attention to this sort of possible artifact have a com-
plex theoretical structure, postulating electrons and
clectrical and magnetic fields and so forth. But, in
order to know that we must shield various picces of
apparatus, all we need to know is that unless we do
there will appear a certain sort of signal in our record-
ing equipment superimposed on whatever signal
comes from the preparation we are studying. If this
sort of situation always obtains in cases of control-
ling for cxperimental artifacts, then it would appear
that the methodological judgments which govern
such controls do not depend on the theoretical struc-
ture of the relevant background theories.

Even if this were the case, there would, of course,
be a significant way in which the identification of nec-
cssary experimental controls depends on the theorei-
ical structure of the theories in the relevant theoretical
tradition: the judgments of “projectability”™ which
coverned the acceptance of the generalizations about
observables reflected in the currently accepted theo-
ries would have themselves depended on the theoret-
ical structure of the carlier stages in the theoretical
tradition. Morc¢ importantly, it is by no means the case
that the identification of relevant possible experimen-
tal artifacts depends solely on the observational con-
sequences of the relevant background theories. This is
so for two related reasons. In the first place, sound
methodology often requires that we control for possi-
ble experimental artifacts whose effects are not by any
means predicted by the received body of the theories
but whose interference with the intended function of
the experimental apparatus is suggested by those the-
orics. Whatever may be the ultimnate “rational recon-
struction” of our practice, it is true that, in the typical
case, the way in which the possible artifactual effects
are suggested is that there are (typically unobseryv-
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able) mechanisms postulated by the received theories
about which it 1s rheoretically plausible that either
these mechanisms ormechanisms similar to them will
produce the artifactual effects in question. Thus, we
identify relevant possible experimental artifacts by
something like “inductive™ inference from theoretical
premises, and the sorts of possible artifacts which we
thereby identify depend dramatically on the theoreti-
cal structure of the theories which are the premises of
these inferences.

We may see the same sort of theoretical-structure-
dependent inferences in another methodologically
important stratcgy for the identification of relevant
possible experimental artifacts. Good methodology
often requires that we control in one¢ experimental sit-
uation I for some possible artifact A because we have
alrcady encountered similar artifacts A” in similar
experimental situations £, In the typical case, the
possible artifact will be described in partly theoreti-
cal language, and the relevant respects of similarity
(between I and I and between A and A”) will be
determined by theoretical considerations—by con-
siderations about the structure and effects of the
unobservable mechanisms which the received theo-
rics postulate as operating in the relevant natural sys-
tems. In this case, too, whatever the ultimate recon-
struction might be, the theoretical structure of the
accepted theories, and not just their observational
consequences, plays a crucial role in the identifica-
tion of the relevant possible artifacts.

Two important points of similarity thus cmerge
about the way in which sound scientific methodology
controls for the possibility of experimental artifacts
and the way in which the problem of projectability is
solved. In the first place, while there are infinitely
many epistemically possible experimental artifacts
which might affect any given experument, scientific
attention is paid to only a small finit¢ number. In this
regard, the identification of relevant possible experi-
mental artifacts resembles the assessment of pro-
jectability: from an infinity of epistemic possibilities,
the scientific method identifies a small finite number
as methodologically relevant. The identification of
relevant possible experimental artifacts resembles the
solution to the problem of projectability in another
crucial way: in each case the relevant methodology

depends on the theoretical structure of the currently
accepted scientific  theories; were those theories
replaced by others which are empirically equivalent
but theorctically divergent, quite different method-
ological practices would be identified as appropriate.
In both cases, scientists behave as though their
mcthodology were determined by inductive infer-
ences from the theoretical principles embodied in the
received theoretical tradition.

3. Sampling. The pattern discernible in our exam-
ination of the ways in which scientific methodology
handles the 1ssues of projectability and experimental
artifacts 1s cven more striking in the case of the solu-
tion to the problem of “sampling.” It is a fair state-
ment of the most basic methodological principle gov-
erning the assessiment of experimental evidence that
a proposed theory T should be tested under condi-
tions representative of those in which it is most rea-
sonable to think that the theory will fail, if it's going
to fail at all. The identification of these conditions
rests upon theoretical criticisi of that theory. The
proposed theory T will, typically, postulate various
mechanisins, entities, processes, etc., as factors in the
phenomena to which it applies. Theoretical criticisim
involves the identification of alternative conceptions
of the mechanisims, processes, cte., involved which
arc theoretically plausible—that 1s, which are sug-
eested by the sorts of mechanisms, entities, clc.,
which are postulated by the received body of theo-
ries. These theoretically plausible alternatives (o 7'
will suggest circumstances in which the observa-
tional predictions of 77 might be expected to be
wrong. It is under (representative instances of ) these
circumstances that 7' must be tested if it is to be well
confirmed. This 1s the central methodological princi-
ple of experimental design.

Plainly, the methodological solution to the prob-
lem of sampling is theory-dependent. Morcover,
whatever the “rational reconstruction™ of this meth-
odology might be, scientists do not in practice distin-
euish sharply between unobservable mechanisims,
processes, entities, etc., and observable ones in iden-
tifying ways in which a proposed theory might rea-
sonably be expected (o fail. Indeed, inferences which
look for all the world like inductive inferences (rom
accepted premises about unobservables to conclu-
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sions about unobscrvables play an absolutely crucial
role in the sort of theoretical criticism we are dis-
cussing. Thus, in the present case, as in the case of
the methodological solutions to the problems of pro-
jectability and of expernmental artifacts, the ways in
which scientific methodology is theory-dependent
arc such that, if the existing body of theorics were
replaced by an empirically cquivalent but theoreti-
cally divergent body of theories, our methodological

judgments regarding the “degree of confirmation™ of

generalizations about observables would be pro-
foundly different.

Projectability and Induction
About Unobservables

The ways in which the features of scientific method-
ology just discussed depend on the theoretical struc-
ture of the received body of background theories may
be seen more clearly if we consider a standard way n
which philosophers in the tradition of logical posi-
tivisin have treated the feature of theory testing which
I have presented under the heading “Sampling.” It has
been widely recognized that at any given time in the
history of science, and for any given problem orissuc,
there are typically only a very few theories “in the
field” and contending for acceptance. The practice of
testing a proposed theory against its most plausible
rivals might, in this context, be seen as sumply an
application of the same pragmatic principle which
dictates that, if there are only a very few brands of
band saw available, one should ¢valuate cach before
making a purchase. This sort of description gives the
appearance of reducing the methodological principle
we have been discussing to a merely pragmatic level,
denying it any special epistemic relevance.

Of course, such an interpretation would not
deprive the practices we have been discussing either
of their theory-dependence or of their epistemic
unportance. So long as the relevant rival theories are
identified in the theory-dependent way described in
the section on projectability, then the practice would
be as theory-dependent as one could wish, Morcover,
if testing proposed theories against instrumental
rivals in the way suggested represented the metho-
logical solution to the problem of “sampling,” then it
has epistemic importance however much it may also
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have a purcly pragmatic justification. What is most
mteresting in this context, however, is that the actual
methodological practice of scientists departs in a
revealing way from that suggested by the pragmatic
account. In order for the pragmatic picture to have
any plausibility, we must think of a proposed theory
as competing against other possible predictive instru-
ments roughly as powerful as itself. 'The rival “theo-
ries” against which it must be tested must be theories
in the sense of fairly well developed systems with
some significant predictive power. One does, after
all, test band saws against other band saws.

While 1t 1s true that sound scientific methodology
does require that a proposed theory should be tested
against similarly well articulated rivals which are
approximately equally theoretically plausible (rough-
ly, that’s what being a rival theory means, beyond hav-
ing been invented in the first place), what 18 striking
about the methodological practices which constitute
the solution to the problem of sampling is that they
may also require that a proposed theory be tested
against a mere hunch, which has no deductive predic-
tive consequences whatsoever. Suppose that a pro-
posed theory 7 postulates a particular sort of unob-
servable mechanisin as operating in the systems (o
which 7 applics, and imagine that 7" is sufficiently
well worked out that (using well-gstablished auxiliary
hypotheses) it 1s possible to obtain experimentally
testable predictions from 7. Suppose, also, that theo-
retical criticism of 7" identifies alternative possible
mechanisims, plausible in the light of received theo-
ries. Under these circumstances, it becomes necessary
to try to pit T"s conception of the matter against the
alternative in some sort of experimental situation even
if the alternative account is not nearly so thoroughly
worked out as 7 and even if, for that reason, it yiclds
(together with relevant auxiliary hypotheses) no defi-
nite predictions about observables at all. Under these
circumstances, what sound methodology dictates is
the identification of experimental  circumstances
under which the sorts of observations which it s t/e-
oretically plausible 10 expect given the alternative
conception are different from those which one would
expect given 77's account of the relevant mechanisins.

By way of example, suppose that 7 provides an
account of the reaction mechanisms for some bio-
chemical process and that 7 is worked out in suffi-
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cient detail that it has (together with well-confirmed
auxiliary hypotheses) significant deductive observa-
tional consequences. Suppose that a rival conception
of the relevant reaction mechanisms is suggested by
theoretically plausible considerations but that this
rival conception is insufficiently well developed to
have specific testable deductive consequences. [t
might nevertheless be possible to test 77 against the
rival conception. Suppose that, in the case of better-
studied systems, those systems to which mechanisms
like those proposed by 7'and ascribed by the received
theories are much more sensitive to some particular
class of chemical agent than those to which mecha-
nisms like those proposed in the alternative are
ascribed (note here that the relevant respects of like-
ness will be determined by the content of theoretical
descriptions of the systems in question, and the theo-
retical content of the relevant background theories,
and that the class of chemical agents in question may
similarly be theorctically defined). Under such cir-
cumstances, sound methodology will dictate subject-
ing the biochemical systems to which 7" applies to
chemical agents in the relevant class; data mdicating
considerable sensitivity to such agents will be espe-
cially important for the confirmation of 7 precisely
because they will constitute a test of 7 against the
theoretically plausible rival conception of the rele-
vant reaction mechanisms. Note that in the present
case the rival conception need not have any deductive
observational consequences regarding the experi-
mental situations in question. Instead, reasoning by
analogy at the theoretical level makes it theoretically
plausible to expect low sensitivity if the rival con-
ception is true. T'is tested against a theoretically plau-
sible hunch about how it might go wrong.

Indeed, the role of considerations of theoretical
plausibility in theory testing can 2o even deeper; a
proposed theory may be pitted against a theoretically
plausible rival in a particular experimental setting
even though neither the rival nor the proposed theory
have (when taken together with appropriate well-
confirmed auxiliary hypotheses) any deductive
obscrvational predictions about the results of the
experiments in question! In the example we have
been considering, the appropriateness of the experi-
mental test in question does not depend on the theory
T”s having any observational deductive predictions

about the results of the experiment. All that is
required is that it be theoretically plausible that a test
of the sensitivity of the relevant biochemical systems
to the specific chemical agent will provide an indica-
tion of which of the two accounts of reaction mecha-
nisms (if either) is right. We may test 7' by pitting a
hunch about the outcome of experimentation which
is theoretically plausible given 7" (and the body of
received theories) against an experumental hunch
which is theoretically plausible on the assumption of
the rival conception of reaction mechanisms. Even
though we have assumed that 7' makes a significant
number of deductive observational predictions, we
need not assume that it makes any deductive predic-
tions about the outcome of this crucial experimental
test! In sciences which deal with complex systems,
istances of theory testing which fit the model just
presented are by no means uncommon. Indeed, it
may be a good idea to ask whether in describing the
instrumental application of theories (rather than their
confirmation)—when defining empirical adequacy,
for example —the idealization that it is the deductive
observational consequences of a theory (together
with auxiliary hypotheses) rather than its inductive
consequences that are relevant may not be funda-
mentally misleading; but that is a topic for another
paper.

In any event, what we may learn from these exam-
ples is that, in practice, inductive inferences in sci-
ence extend (0 inferences with theoretical premises
and theoretical conclusions. Just as there are theory-
dependent judgments about which possible patterns
in observables are projectable, so there are judgments
about which patterns in the properties or behavior of
“theoretical entities™ are projectable. Just as there are
theory-dependent judgments of the “degree of confir-
mation” of instrumental claims by empirical data, so
there are theory-dependent judgiments of the plausi-
bility of various theoretical claims in the light of
other considerations both empirical and theoretical,
Indeed, whatever the correct philosophical analysis
of this matter, scientific methodology does not dic-
tate any significant distinction between inductive
inferences about observables and what certainly look
like inductive inferences  about  unobservables.
Finally, and most strikingly, the very methodological
principles which govern scientific induction about
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obscrvables are, in practice, parasitic upon “induc-
tive” inferences about unobservables.

An Argument for Scientific Realism

[t will be evident how one may argue for scientific
realism on the basis of the theory-dependence of
experimental methodology. Consider the question,
why arc the methodological practices of science
mstrumentally reliable? Both scientilic realists and
(almost all} empiricists agree that these practices are
instrumentally reliable, but they differ sharply in
their capacity to explain this reliability. So theory-
dependent are the most basic principles for the
asscssiment of experimental evidence that it must be
concluded that these are principles for applying the
knowledge which is reflected in currently accepted
theories as a guide to the proper methods for the evi-
dential assessment of new theoretical proposals; any
other conclusion makes the instrumental success of
the scientific method a miracle.

According to the empiricist, the knowledge
reflected in the existing body of accepted theories at
any time in the history of science is entirely instru-
mental knowledge: the most we know on the basis of
experimental evidence is that the existing body of the-
ories 1s cmpirically adequate. Thus, the replaccment
of existing theorics by an empirically equivalent set of
theories would leave the knowledge they embody
unchanged. Thus, the empiricist can explain the epis-
temic adequacy of only those theory-dependent fea-
tures of scientific methodology whose dictates are
preserved under the substitution, for the actual body
of accepted theories, of any other empirically equiva-
lent one. But, as we have just seen, none of the central
methodological principles which govern the evalua-
tion of scientific evidence have this property! The
consistent empiricist cannot explain the instrumental
reliability of the methodology which scientists actu-
ally employ.

The scientific realist, on the other hand, has no dif-
ficulty i providing the required explanation.
According to the realist, existing theories provide
approximate knowledge not only of relations
between observables, but also of the unobservable
structures which underlie observable phenomena. In
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applying theory-dependent evidential standards, sci-
entists use existing theoretical (and observational)
knowledge as a guide to the articulation and experi-
mental assessment of new theories. The judgments of
projectability, identification of experimental arti-
facts, and theoretical criticisis of proposed theories
which look ever so much like inductive inferences
are inductive inferences from acquired theoretical
knowledge to new theoretical conclusions. When a
theoretical proposal 1s theoretically plausible n the
light of the ¢xisting theoretical tradition, what that
means is that it 1s supported by an inductive inference
at the theoretical level from previously acquired the-
oretical knowledge.

Judements of “projectability™ arc thus just what
they look like “preanalytically ™ they represent the
identification of theoretical proposals for which there
are good inductive reasons to believe that they are
(approxumately) true and thus for which there is good
rcason to belicve that they will eventually be articu-
lated into empirically adequate theories. The role of
experimentation is to choose between the various
theoretical proposals which pass this preliminary test
for probable (approximate) truth.

Similarly, the judgments of theoretical plausibility
by which possible experimental artifacts are identi-
fied turn out to be inductive inferences from theoret-
ical knowledge which result in reliable assessments
of the evidential likelihood that various unobservable
factors will influence the outcome of experiments.
Finally, the methodological solution to the problem
of sampling really docs consist in identifying—by
reliable inductive inference from theoretical knowl-
cdge—the most plausible rivals to a proposed theory
and the experimental conditions under which they
can be effectively pitted against it. The reliability of
scientific methodology in guiding induction about
observables tuns out to be largely parasitic upon the
reliability of the methodology in applying existing
theoretical knowledge to guide the establishinent of
new theoretical knowledge. .. . Only this explana-
tion, the realist mamtains, can account both for the
reliability of the scientific method and for the fact
that seemingly inductive reasoning about theoretical
matters is so central to i,





